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bstract

The methods used to evaluate event-related potentials (ERPs) are generally insensitive to nonlinear responses. Our goal was to show that nonlinear
RPs could be detected using recurrence analysis (RA). When fixed-phase sine signals were added to baseline electroencephalograms (EEGs),

he added linear determinism was detected by signal averaging, as expected, and by RA. However, when nonlinear determinism was simulated by
dding either random-phase sine or Lorenz signals, the added signals were detected only by RA. Auditory evoked potentials (AEPs) were studied
n five subjects using RA. We detected not only the characteristic linear effects caused by onset and offset of the sound, but also nonlinear AEPs
ot previously reported; they occurred at 473–661 ms after onset, and 282–602 ms after offset, depending on the subject. In five other subjects we

ound nonlinear magnetosensory evoked potentials; they occurred at 209–354 ms after field onset, depending on the subject. RA was less sensitive
han time averaging for detecting linear ERPs, but had the advantage of being able to detect nonlinear ERPs.

2006 Elsevier B.V. All rights reserved.
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. Introduction

An event-related potential (ERP) is a change in the electrical
tate of the brain that occurs in response to a discrete sensory or
ognitive event (Lopes da Silva, 1999). The change may arise
rom the addition of a signal to the electroencephalogram (EEG)
Ruchkin, 1988), or from processes that do not satisfy the prin-
iple of superposition such as stimulus-induced phase resetting
f ongoing EEG rhythms (David et al., 2005; Graben and Frisch,
004; Makeig et al., 2002; Penny et al., 2002). Whatever its ori-
in, an ERP is always detected simultaneously with the totality
f ongoing brain electrical activity and with signals due to eye
ovement, muscle activity, and nonbiological noise.
An ERP that arises by superposition on the baseline EEG
an be extracted by averaging away the portion of the sig-
al that is not time-locked to the stimulus onset. It has long
een recognized, however, that the variability rejected by the
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veraging process might itself be physiologically significant
Regan, 1975). The presence of nonlinear determinism in the
EG (dynamic changes governed by nonlinear differential equa-

ions) has been studied using Lyapunov exponents and fractal
imension (Stam, 2005), but neither method has been shown
o be useful for detecting ERPs, perhaps because the methods
equire a stationary signal, which is a condition often not real-
zed in practice. Presently, there are no established methods for
erifying the presence of nonlinear event-related potentials.

In the absence of a priori knowledge regarding how an ERP
s generated, the optimal detection procedure is one that makes
inimal assumptions regarding the dynamical nature or statis-

ical properties of the recorded signal, but yet affords a requisite
ensitivity. Our purpose was to describe recurrence analysis
RA), a method that meets these conditions and appears to be par-
icularly useful for detecting nonlinear ERPs. First, we describe
he mathematical and statistical steps involved in using RA for

etecting ERPs. Then, a mathematical model of ERPs created
y adding segments of linear or nonlinear waveforms to baseline
EG signals is used to compare the ability of RA and time aver-
ging to detect the added signals. Third, we apply RA to auditory
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dx.doi.org/10.1016/j.jneumeth.2006.03.022
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voked potentials and show that, in addition to the expected lin-
ar responses, nonlinear responses that were not detected by
eans of signal averaging also occurred after both onset and

ffset of the sound. Finally, we present another example that indi-
ates RA reveals the occurrence of nonlinear evoked responses,
amely the occurrence of magnetosensory evoked potentials.

. Materials and methods

.1. EEG measurements

EEGs were recorded from O1, O2, C3, and C4 referenced to
inked ears (International 10–20 system) using gold-plated elec-
rodes attached to the scalp with conductive paste; the subjects
ere clinically normal. The signals were amplified using a multi-

hannel recording system (Nihon Kohden, Irvine, CA) filtered
o pass 0.5–35 Hz, sampled at 10 kHz (to accurately characterize
ignal amplitude) and stored on a computer hard-drive.

A sound stimulus consisting of a binaural 454 Hz tone (10 ms
ise and fall times) was presented to each of five subjects; the
ound pressure at the location of the subject was 65 dB. A sub-
iminal magnetic field stimulus was applied to five additional
ubjects. Uniaxial magnetic fields, 2 G, 60 Hz, uniform to within
% in the region of the head, were applied in the coronal plane
y means of two sets of three coplanar, coaxial coils; the coil
ets were separated by 65 cm. Each set consisted of a circular
oil (21 turns, radius of 21.6 cm), and two square coils (85, 120
urns, respective side length of 48.3 and 66 cm). The coil current
as obtained using a function generator (Model 182A, Wavetek,
an Diego, CA) and amplifier (Model 7500, Krohn-Hite, Avon,
A), and was applied by means of a zero-crossing switch con-

rolled by a computer-generated timing signal.
The stimuli were applied for 2 s, with a 5 s inter-stimulus

eriod (7 s trial); at least 80 trials were recorded for each sub-
ect. Trials that contained visible artifacts were discarded and the
rtifact-free trials were sub-sampled at 300 Hz (because the orig-
nal 10 kHz rate proved unnecessary for the RA calculations),
igitally filtered between 0.5 and 35 Hz, and then analyzed by
A and time averaging.

The Institutional Review Board at the LSU Health Sciences
enter approved all procedures involving human subjects.

.2. Modeling

A nonlinear event-related potential is defined here as a
timulus–response relationship in which the response is mani-
ested in the EEG and is governed by nonlinear differential equa-
ions. Assessment regarding whether an EEG contains evidence
f nonlinearity is made by determining whether the putative
esponse (1) has zero mean and (2) can be detected by recur-
ence analysis. If the answer to both questions is yes, then the
vent-related potential is considered to be nonlinear.

To mimic determinism occurring in the EEG in response to a

ensory stimulus, 300 ms segments of fully deterministic signals
ere added to baseline EEG trials. The added signals had an
MS value equal to that of the epochs to which they were added.
hree model signals were considered: (1) a 10 Hz sine wave that

w
%
a
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ience Methods 157 (2006) 39–47

ad a constant phase; (2) a 10 Hz sine wave whose phase varied
andomly from trial to trial; and (3) a portion of a solution of the
onlinear system of Lorenz equations (Abarbanel, 1996; Lorenz,
963); the parameters were chosen so that the system was in the
haotic domain. The augmented trials were analyzed using both
A and time averaging to assess their relative ability to reveal

he added signals.

.3. Recurrence analysis

Recurrence analysis was developed by Webber and Zbilut
o detect deterministic behavior in time series data, such as the
EG. The deterministic behavior may be linear or nonlinear; RA

mposes no constraints on the stationarity or statistical charac-
eristics of the time series (Webber and Zbilut, 1994).

Use of RA to detect actual or simulated event-related poten-
ials involves phase space embedding of successive intervals
f the EEG signal, calculation of the corresponding recurrence
lots, and quantification of the plots using an appropriate non-
inear quantifier (Fig. 1). The time series of the quantifier is
omputed for each of a sufficient number of independent epochs,
nd the ERP is detected by time averaging or, if necessary, statis-
ical comparison with the time series of the quantifier computed
rom control epochs.

The mathematical details of RA have been described else-
here (Eckmann et al., 1987; Takens, 1981; Webber and Zbilut,
994; Zbilut and Webber, 1992). Briefly, the method is based on
he principle that the occurrence of deterministic changes in the
EG caused by a sensory or cognitive stimulus can be identified
y analyzing the composite signal together with a number of
ime-lagged versions of the signal (Takens, 1981). After choos-
ng an embedding dimension (M) and a time delay (τ), the brain’s
lectrical activity is represented by a series of M-dimensional
ectors, the sequence of which corresponds to a trajectory in the
hase space. The trajectory is represented in two dimensions by
recurrence plot (Eckmann et al., 1987), which can be quanti-
ed using any of a number of nonlinear quantifiers (Webber and
bilut, 1994; Zbilut and Webber, 1992); the quantifier used here

s percent recurrence (%R), defined as the ratio of the number of
ecurrent points to the total number of points in the recurrence
atrix (Eckmann et al., 1987). Points in phase space are said

o be recurrent if the distance between them in phase space is
ess than an adjustable parameter (here, chosen to be 15% of the

aximum distance). For calculating the distances, we used the
uclidean norm (Zbilut and Webber, 1992).

A phase space can be constructed for an entire epoch of the
EG, leading to a single value of %R. For example, if an EEG
oltage, V(t), is sampled at 300 Hz for 2 s (600 measurements)
nd embedded in a phase space (say, M = 5, τ = 5), the result is a
rajectory consisting of N − τ(M − 1) = 580 points, from which
recurrence plot can be computed (Fig. 1a, %R = 15.5%). How-
ver, to detect the transient changes in the EEG produced by the
RPs, it was necessary to iterate the calculation, using a sliding

indow of points in V(t) to produce a corresponding time series,
R(t); this process captured the dynamic activity (both linear

nd nonlinear) in the EEG occurring over small time intervals
Fig. 1b). For example, use of the first 30 points (100 ms) in V(t)
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ig. 1. Successive steps in the use of recurrence analysis for detection of an ER
he recurrence plot, and computation of %R (15.5%). (b) Calculation of %R tim
ne point. (c) %R time series obtained from (b), using a 30 point averaging win

esulted in a phase space of 30 − 5(5 − 1) = 10 points, and a cor-
esponding recurrence plot leading to a specific value for %R.
he process was then repeated using points 2–31 to produce the
ext value of %R; successively shifting the window forward by
ne point results in %R(t), which consists of the same number
f points as the V(t) epoch from which it was calculated, less the
umber of points chosen for the window. The changes induced
n the EEG by the stimulus are more easily detected by analyz-
ng %R(t), a smoothed version of the %R(t) produced by use of
sliding averaging window (Fig. 1c).

To synchronize V(t) and %R(t), we adopted the convention
hat each point in %R(t) was plotted in the middle of the time
nterval from which it was computed. For example, the value of

R computed from points 1 to 30 of V(t) was plotted at t = 50 ms.
he same rule was followed to synchronize %R(t) and %R(t),
o that the average value of points 1–30 in %R(t) (the first point
n %R(t)) was plotted at 100 ms.

The presence of a transient deterministic change in the EEG
an ERP) was assessed by time averaging V(t) and by evaluat-
ng %R(t), either by time averaging an appropriate number of
ndependent epochs, or by statistical comparison of the stimulus
pochs with the control epochs on a point-wise basis, using the
-test at a comparison significance level of P < 0.05. The ERP
as considered to be nonlinear if it was detected in %R(t) but
ot in the time average of V(t); otherwise it was considered to
e linear.

Recurrence analysis of experimental signals involves the
hoice of specific values for important parameters including
mbedding dimension (M = 5 used here), delay time (τ = 5,
nless noted otherwise), scale for calculation of %R (15%,

uclidean norm), EEG window for RA calculation (30 points),
nd averaging window for calculation of %R(t) (30 points).
he optimal choice of each of these parameters has a deep but
resently unknown relationship to the dynamics of the baseline
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General procedure: EEG measurement, phase space embedding, calculation of
es from the EEG, using a sliding window of 30 points (100 ms), with a shift of
with a shift of one point.

EG and the ERP, and the rate at which the combined signals
re digitized. For each stimulus, these parameters must be deter-
ined empirically by systematically varying their values and

ssessing the effect on the ability to detect an ERP. In what fol-
ows, the consequences of varying τ are discussed, but our focus
s on showing that nonlinear ERPs can be detected by means of
A, not on proving that we have identified optimal parameters

or the detection of simulated and actual ERPs.
Calculations of %R(t) were carried out using software pro-

ided by Webber (2006), and independently verified using a
ustom code (Matlab, Mathworks, Natick, MA).

. Results

Fixed-phase sine voltage added to epochs of baseline EEG
as detected by signal averaging and by RA (Fig. 2). When a
0 Hz sine wave was added at t = 0.8–1.15 s to each V(t) epoch
uch that the added segment always had the same phase (0◦ at
.85 s), the sine was detected by time averaging, as expected
Fig. 2b), and also by RA (Fig. 2d).

The presence of random-phase sine voltage added to epochs
f baseline EEG was detected by RA, but not by signal averag-
ng (Fig. 3). A 10 Hz sine wave is linear (because it is governed
y linear differential equations); however, when a determinis-
ic response of a system is a random-phase sine (that is, the
hase appears to be random in the time domain), then the
timulus–response relationship must be governed by nonlinear
aws. Thus, addition of a random-phase sine mimics a nonlin-
ar stimulus–response relationship. When the phase of the sine
dded at t = 0.85 s varied randomly from epoch to epoch (thereby

imulating a nonlinear ERP), the added determinism could not
e detected by averaging of the EEG signals (Fig. 3b), but was
eadily detected by time averaging multiple epochs of %R(t)
Fig. 3d).
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Fig. 2. Detection of fixed-phase (0◦ at t = 0.85 s) 10 Hz sine signal added to
epochs of baseline EEG. (a) Time average of baseline EEG from O1 (n = 50).
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number of epochs analyzed (Fig. 6d and e).

The modeling results shown in Figs. 2–6 were repeated six
times, using six different sets of EEG baseline data, and identical
results were obtained (not shown).
b) Effect of addition of the signal at 0.85–1.15 s (vertical lines) to each epoch.
c) Time average of %R(t) calculated from the epochs averaged in (a). (d) Time
verage of %R(t) calculated from the epochs averaged in (b).

The ability of RA to detect the presence of random-phase sine
ignals added to the V(t) epochs was proportional to the square
oot of the number of epochs averaged (Fig. 4).

The effectiveness of RA in detecting a nonlinear signal
random-phase sine) added to the EEG depended on the choice
f delay time (Fig. 5). When the combined signals were unfolded
t τ = 3, RA was less effective in detecting the added signal, com-
ared with the result found using τ = 5 (Fig. 5a and b); at τ = 1,
he added signal could not be detected (Fig. 5c).

Addition of Lorenz signals to baseline EEG was detected by
A, but not by signal averaging (Fig. 6). When Lorenz segments

Fig. 6a) were added to each of 50 baseline epochs of EEG,
he added determinism was averaged away in V(t) (Fig. 6b), as

xpected, because of the nonperiodic nature of the Lorenz signal.
lso as expected, when the number of epochs was increased to
00, the cancellation effect of the averaging procedure was even

ig. 3. Detection of random-phase (0–360◦ at t = 0.85 s) 10 Hz sine signal added
o epochs of baseline EEG. (a) Time average of baseline EEG from O1 (n = 50).
b) Effect of addition of the signal at 0.85–1.15 s (vertical lines) to each epoch.
c) Time average of %R(t) calculated from the epochs averaged in (a). (d) Time
verage of %R(t) calculated from the epochs averaged in (b).

F
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u
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ig. 4. Signal-to-noise ratio (S/N) in the model system as a function of number
f trials (n) containing a random-phase 10 Hz sine signal added to baseline EEG.
ean ± S.D., averaged over 10, 100, and 500 trials.

ore dramatic (Fig. 6c). In contrast to these results, when the
dded determinism was captured using %R(t) prior to averaging,
ts presence was detected with sensitivity proportional to the
ig. 5. Effect of time delay (τ) on detection of random-phase 10 Hz sine sig-
als. The signals were added to baseline EEG (vertical lines), and %R(t) was
alculated for 50 epochs and averaged, after the augmented EEG epochs were
nfolded in five dimensions. Time delay for the unfolding, τ = 5 (obtained from
ig. 3d), τ = 3, and τ = 1 in a–c, respectively.
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Fig. 6. Detection of Lorenz signals added to epochs of baseline EEG. (a) Representative 300 ms Lorenz signals. (b) Time average of baseline EEG from O1 after
addition of Lorenz signals at 0.85–1.15 s (vertical lines) to each of 50 epochs (no two added Lorenz segments were identical). (c) Time average of 500 augmented
e in (b)
w diffe

t
(
A
(
c
l
t
o
j
b
v
o
u
r

a
a
L
e
t
r
g
o
w
(

s
a
d
p
s
t

t
a
t
f

4

d
r
a
g
e
t
h
(
t
n
m
o
m
V
h
n
c
t
l
n
a

pochs. (d and e) Time average of %R(t) calculated from the epochs averaged
ere 10, 28, and 2.67 (Abarbanel, 1996); the signals were obtained by choosing

Using RA, both linear and nonlinear auditory evoked poten-
ials (AEPs) induced by sound onset were found in all subjects
Fig. 7). Following presentation of the stimulus, typical linear
EPs were detected after averaging V(t) from 50 onset epochs

first column). When %R(t) was computed for the onset and
ontrol epochs and the results compared at each time point, the
inear AEPs were detected at about 200 ms after onset. In addi-
ion, nonlinear AEPs (transient changes in the EEG voltage not
bserved in the time average of V(t)) were detected in each sub-
ect around t = 600 ms. The latency of the nonlinear AEPs (black
ars along the time axes) was relatively constant but the duration
aried from subject to subject. The nonlinear AEPs consisted
f a reduction (P < 0.05) in %R(t) in the onset epochs (last col-
mn). When sham onset epochs were analyzed, no false-positive
esults were seen in any subject (data not shown).

Nonlinear AEPs induced by offset of the sound were found in
ll subjects (Fig. 8). Linear offset AEPs were observed in the V(t)
nd %R(t) signals from the central electrodes (data not shown).
inear AEPs were not present in the occipital electrodes, how-
ver, nonlinear AEPs were found from these derivations around
= 400 ms in each subject (Fig. 8). In comparison with nonlinear
esponse to sound onset (Fig. 7), the response to offset exhibited
reater inter-subject latency, but the direction and magnitude
f the effect was comparable (Fig. 8). When sham offset epochs
ere analyzed, no false-positive results were seen in any subject

data not shown).
Onset of the magnetic field induced nonlinear magnetosen-

ory evoked potentials (MEPs) in all subjects (Fig. 9). Time
veraging of V(t) for 1 s following field onset revealed no effect

ue to application of the field. However, when %R(t) was com-
uted for each onset epoch, a transient effect (an MEP) was
een in each subject; the statistical reliability of the observa-
ions were confirmed by means of point-by-point tests between

p
f
r

and (c), respectively. The Lorenz model parameters (σ, r, and b, respectively)
rent initial conditions.

he onset and control epochs. The nonlinear MEPs triggered by
pplication of the field occurred at 209–354 ms, depending on
he subject (Fig. 9). When sham onset epochs were analyzed, no
alse-positive results were seen in any subject (data not shown).

. Discussion

The assumption underlying the use of time averaging for
etecting ERPs is that the induced potentials are more or less
eproducible in independent trials. In other words, time aver-
ging entails the assumption that linear differential equations
overn the system consisting of (1) the sensory or cognitive
vent, (2) the resulting electrical activity in the brain, and (3) the
ime-dependent voltages measured on the scalp. It is possible,
owever, that some event-response systems may be nonlinear
governed by nonlinear differential equations). In those cases,
he deterministic response produced by the event would probably
ot be detected by the commonly used methods because of the
ismatch between the mathematical properties of linear meth-

ds and the nonlinearity of the response. For example, a deter-
inistic response that was positive in half the trials (increase in
(t) at t = t0, compared with the control) and negative in the other
alf (decrease at t = t0), which is entirely lawful behavior for a
onlinear system but cannot occur in a linear system, would be
ompletely obscured if V(t) were analyzed using the method of
ime averaging. It would be useful, therefore, to have an ana-
ytical method that could reveal the existence of both linear and
onlinear ERPs. Our aim was to show that RA is such a method,
nd to discuss its strengths and weaknesses.
Recurrence analysis revealed the presence of previously unre-
orted transient change in brain electrical activity at 500–600 ms
ollowing the onset of a sound stimulus, as manifested by a
eduction in %R(t) (Fig. 7). Several lines of evidence indicated
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Fig. 7. Auditory potentials evoked by stimulus onset. Measurements from C3 in five subjects. First column, time average of V(t) from 50 onset epochs. Second
column, probability for rejecting the null hypothesis that the mean of %R(t) in the onset and control epochs at time t were identical (264 T-tests). Horizontal line,
P nd: 5
s chs o
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l
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a
d

t
c
A
s
o

= 0.05. Horizontal bars, latency, and duration of the nonlinear effect of sou
ubjects 1–5, respectively. Third column, mean ± S.D. of onset and control epo
olumn). τ = 4.

hat the observed changes were true nonlinear AEPs. First, they
ere observed in each subject tested and occurred with latencies

hat were similar from subject to subject. Second, their exis-
ence was established on the basis of statistical comparisons with
ppropriate control epochs. Third, when sham-stimulus epochs
ere compared with the controls, comparable regions of sta-

istical significance were not found, indicating that the results
Fig. 7) were not produced by the analytical procedure itself.

ourth, RA, a method designed to detect both linear and non-

inear deterministic activity, detected the linear AEPs revealed
y time averaging. Thus, the reliability of RA was confirmed
n the area where an alternative method of analysis was avail-

p
A
o
r

45.8–615.1, 473.2–661.3, 565.6–6.109, 526.0–611.8, and 509.5–588.7 ms, in
f %R(t), averaged over times corresponding to P < 0.05 (black bars in second

ble. Fifth, the AEPs around 500 ms detected by RA were not
etected by time averaging.

Sound offset did not result in linear auditory potentials from
he occipital derivations, but did result in transient nonlinear
hanges (Fig. 8). This may mean that the nonlinear and linear
EPs are not causally linked, but rather that both species of tran-

ient electrical changes are facets of ongoing brain processing
f the stimulus. Alternatively, the pattern of appearance of the

otentials (in the occipital derivations, nonlinear but not linear
EPs were seen in all five subjects) may simply reflect the nature
f electrotonic propagation in the brain or the nonstimulus-
elated activity in the region of each electrode. Whatever the
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Fig. 8. Auditory potentials evoked by stimulus offset. Measurements from O2 in five subjects. First column, time average of V(t) from 50 offset epochs. Second
c the o
P 367.7
1 R(t),
τ

e
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t
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t
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l
s

n
t
c
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t
r

olumn, probability for rejecting the null hypothesis that the means of %R(t) in
= 0.05. Horizontal bars, latency, and duration of the nonlinear effect of sound:

–5, respectively. Third column, mean ± S.D. of offset and control epochs of %
= 4.

xplanation, the results in Figs. 7 and 8, taken together, indi-
ated that it is possible to detect a nonlinear ERP even when a
inear ERP is not detected.

Further evidence that linear and nonlinear ERPs are in some
ense independent was provided by our discovery of magne-
osensory potentials evoked by onset of a magnetic field (Fig. 9).
n this case, time averaging of V(t) failed to reveal an effect due

o the field in the occipital, central, or parietal electrodes, but a
onlinear effect with latency of 200–350 ms was observed in at
east one of the occipital electrodes in each of the five subjects
tudied.

c
b
c
%

ffset and control epochs at time t were identical (270 T-tests). Horizontal line,
–436.9, 361.0–473.7, 555.7–601.9, 281.8–337.9, and 423.7–535.9 ms, subjects
averaged over times corresponding to P < 0.05 (black bars in second column).

The demonstrated advantage of RA is its ability to detect
onlinear ERPs due to sensory stimuli; future studies may show
hat it is similarly useful for studying the consequences of
ognitive events. The method also detects linear determinism
Figs. 7 and 8), but with far less time resolution, compared with
ime averaging, because a calculation of a single point in %R(t)
equires data for V(t) over a time interval. Thus, a point in V(t)

ould differ from its control, and thereby manifest an ERP as
rief as 3.3 ms (assuming a sampling frequency of 300 Hz). In
ontrast, a statistically significant comparison at one point in
R(t) has the physical meaning that the deterministic change
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Fig. 9. Magnetosensory potentials evoked by stimulus onset. First column, time average of V(t) from 50 onset epochs. Measurements from O2, except O1 for subjects
4 and 5. Second column, the average of %R(t) computed from V(t) showing the location of the MEP (black bar) as assessed by statistical comparison with the controls.
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ocation of the MEP (black bar): 209.2–255.4, 238.9–298.3, 248.8–337.9, 27
ocation and duration of the MEP. Third column, mean ± S.D. of onset and con
econd column).

ccurred somewhere within a larger interval (for the conditions
mployed here, 200 ms). RA is therefore useful in conjunction
ith linear methods for ascertaining the existence of nonlinear
RPs but it does not appear to be an alternative for studying

inear ERPs.
The idea that a lawful response must be consistent or exactly

eproducible in independent trials may seem like a bedrock sci-
ntific principle, but we have known at least since the work of
orenz (1963) that, for nonlinear systems, there is a sense in
hich this is not the case. For example, nonlinear MEPs were
anifested by a reduction in the nonlinear quantifier used to

haracterize the response (%R(t)) in some subjects, but a sig-
ificant increase in others (Fig. 9). Thus, the observation that
ndicated the existence of a deterministic change in brain elec-
rical activity was not uniquely an increase or decrease in the
onlinear quantifier, but rather the occurrence of a statistically
ignificant change in the quantifier. This characteristic of RA was
lso demonstrated in our modeling studies; the addition of non-
inear ERPs to baseline EEGs could produce either an increase or

ecrease in %R(t) (compare Fig. 3d and Fig. 6e). Although this
roperty of recurrence analysis is clearly established, the under-
ying physiological significance remains unknown. In particular,
here is presently no model by which to understand whether the

o
d

r

54.4, and 268.6–354.4 ms, nos. 1–5, respectively. Horizontal bars indicate the
pochs of %R(t), averaged over times corresponding to P < 0.05 (black bars in

dded determinism will result in an increase or decrease in the
onlinear quantifier.

The nonlinear ERPs were detected using a specific set of val-
es for the adjustable parameters in the calculation and analysis.
e showed that with regard to τ, the ability to detect the ERPs
as critically dependent on the choice of the parameters used

Fig. 5); it can be anticipated that other parameters will also
trongly influence the sensitivity of RA in particular cases. The
oint is that nonlinear ERPs detected using RA are more properly
onceptualized as views or perspectives on the dynamical activ-
ty of the system, rather than as a unique characterization of that
ctivity (which is more or less how linear ERPs are viewed). In
ther words, it is possible that a different set of parameters could
esult in the detection (with appropriate statistical certainty) of
eterministic changes in brain electrical activity in time inter-
als other than those identified in the present analysis. In the
ase of sound, for example, it is certain that the brain electrical
ctivity differed throughout the entire 2 s epoch following onset
because the subject had a continuous physiological sensation

f hearing the sound), although our present methods of analysis
o not permit objective verification.

We defined a nonlinear relationship between the stimulus and
esponse as an inconsistent deterministic output that occurs upon
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epeated applications of the stimulus. An inconsistent determin-
stic output might be related to modulation of brain sources
ther than those responsible for the deterministic influence of
he stimulus. Possible examples include alpha desynchroniza-
ion following stimulus presentation or induced gamma rhythms.
hese types of events could fit our definition of nonlinearity.
he essential nonlinearity of these phenomena has already been
ointed out (Breakspear, 2002; David et al., 2005; Tass, 2003).
t might also be argued that only some of these effects are exam-
les of nonlinear determinism. We have not addressed the issue
f the relationship between recurrence analysis, alpha desyn-
hronization, and gamma rhythms because that was not part of
ur objective.

In summary, nonlinear ERPs could be detected by embedding
he EEG in phase space, computing the time series for percent
ecurrence, smoothing the time series, and then either time aver-
ging it or comparing it statistically with corresponding results
rom control epochs.
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