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ABSTRACT

Environmental magnetic fields may activate the neuroendocrine stressor system leading to some human
diseases. The stressor theory predicts that the fields can trigger changes in brain electrical activity, like
known stressors. We exposed subjects to 1and 5 T, 60 Hz while recording electroencephalograms (EEGs)
from six derivations, and used a novel method based on numerical analysis of recurrence plots computed
from the signals to detect brain electrical potentials evoked by onset and/or offset of the field. The EEGs
were also analyzed using linear methods (time averaging). Evoked potentials occurred in all 22 subjects
(family-wise error rate less than 0.05 for each subject); the average latency was 250 ms, as expected
based on earlier studies using stronger magnetic fields. Field-induced changes in brain electrical activity
were not found using time averaging. Control procedures and measurements obtained from electrical
phantoms reasonably excluded recording artifacts or chance as explanations for the effects. Onset and
offset of magnetic fields produced immediate changes in brain electrical activity, suggesting that the

fields were detected by sensory transduction, like ordinary somatic stressors.

© 2010 IPEM. Published by Elsevier Ltd. All rights reserved.

1. Introduction

The ubiquitous presence of power-frequency electromagnetic
fields (EMFs) in the general and workplace environments has
prompted long-standing questions concerning whether the fields
were partly responsible for brain cancer or other diseases. With few
exceptions, the fields are too weak to heat tissue or directly depo-
larize axons, but the processes responsible for mediating the effects
attributed to EMFs are not clearly established. One of us (AAM) pro-
posed that environmental EMFs can be biological stressors [1], and
that the link with disease stems from chronic stimulation of the
hypothalamic-pituitary-adrenal axis [2] which results in impaired
immune surveillance [3,4].

Initiation of efferent neuroendocrine signals by ordinary ener-
getic environmental stressors such as heat, sound, light, and
physical contact is preceded by afferent signals triggered by sen-
sory transduction. The EMF stressor theory therefore entails the
hypothesis that environmental fields are similarly detected by sen-
sory transduction. If so, we would expect that environmental EMFs
would be capable of inducing immediate changes in brain electrical
activity, like the common stimuli.

* Corresponding author. Tel.: +1 318 675 6180; fax: +1 318 675 6186.
E-mail address: amarino@lsuhsc.edu (A.A. Marino).

Using recurrence-plot analysis, a phase-space-based analytical
technique developed to facilitate study of nonlinear dynamical sys-
tems [5], we previously reported that exposure to magnetic fields
about two orders greater than those typically found in the envi-
ronment triggered onset and offset evoked potentials (EPs) with
average latencies of about 250 ms [6]. Evoked potentials were not
found using linear analytical techniques such as time averaging
and spectral analysis, implying that the stimulus-response rela-
tionships were governed by nonlinear processes in the brain. Our
present aim was to determine whether magnetic fields having
strengths directly comparable to those typically found in the envi-
ronment also elicited EPs. Specifically we tested the hypothesis that
exposure to 1-5 T, 60 Hz, produced nonlinear onset and/or offset
EPs.

2. Methods
2.1. Subjects

Twenty-two clinically normal subjects volunteered for the
study: 10 males (age range 23-61 years) and 12 females (22-58
years). The subjects were informed of the goals, methods, and gen-
eral design of the investigation, but were not told exactly when or
for how long the field would be applied. Written informed consent
was obtained from each subject prior to participation in the study.

1350-4533/$ - see front matter © 2010 IPEM. Published by Elsevier Ltd. All rights reserved.
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Fig. 1. Apparatus and procedure for applying magnetic fields and detecting induced changes in brain electrical activity. (a) Magnetic field generated by two sets of coils,
each consisting of two square coils and one round coil; relative direction of current flow in the coils, +, —, +. The field varied less than 5% in the vicinity of the subject’s head.
(b) Schematic diagram of equipment for applying stimuli and recording the EEG; A/D, analog-to-digital. (c) Organization of trials in the experimental sessions; number of
7-s trials shown in parentheses. (d) Division of a trial into epochs to facilitate detection of transient and steady-state changes in the electroencephalogram (V(t)) induced by
the magnetic field. EP,p, EPo, EPc, onset, offset, and control epochs, respectively, used for detection of onset and offset evoked potentials. (e) Nonlinear and linear analytical
procedures for detecting changes in the EEG due to magnetic fields. %R and %D, nonlinear quantifiers.

The review board for human research at the LSU Health Sciences
Center approved all experimental procedures.

2.2. Magnetic field

Sinusoidal 60-Hz magnetic fields were generated using two sets
of three coaxial, coplanar coils (Fig. 1a). Each set consisted of a cir-
cular coil (21 turns, radius of 21.6cm), and two square coils (85
turns, 120 turns, respective side length of 48.3 and 66 cm). The coils
were shielded with grounded aluminum foil to eliminate the 60-Hz
electric field (<1V/m). The coil current (801 RP, California Instru-
ments, San Diego, CA) was turned on and off by a microcontroller.
The expected field uniformity in the head region (£5%) was veri-
fied by measurement (Bartington, MAG-03, GMW, Redwood City,
CA, USA).

The magnetic stimuli were applied in a dark isolation chamber
to mitigate the effect of irrelevant or random ambient stimuli; the
subjects sat with their eyes closed and their sagittal plane perpen-
dicular to the field (Fig. 1b). The equipment that controlled the coils
and recorded the electroencephalograms (EEGs) was located out-

side the chamber. The absence of both sensory cues and conscious
perception of the field were verified by interviewing each subject
at the end of the experimental session.

The field was presented for 2-s intervals (rise and fall times,
<10 ms), with inter-stimulus intervals of 5 s (7-s trials). Each subject
underwent 3 blocks of trials (70 trials/block) in which, following
acclimation (approximately 2 min), magnetic fields of 1 and 5T
(rms)were applied in the first and third block (order of presentation
chosen randomly from subject to subject); an auditory stimulus
(424 Hz,65 db)was applied (2 sonand 5 s off, N=5) to help maintain
alertness (Fig. 1c). The data from the middle block (sham exposure)
was analyzed as a negative control. The background 60-Hz mag-
netic field (field present when the coils were not energized) was
0.01 uT; the geomagnetic field was 60 uT, 68.4° below the hori-
zontal (component along the direction of the applied field, 36 u.T).

2.3. EEG recording

Electroencephalograms were recorded from 01, 02, C3, C4, P3,
and P4 (International 10-20 system) referenced to linked ears,
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using gold-plated electrodes attached to the scalp with conduc-
tive paste. Electrode impedances (measured before and after each
experiment) were less than 10 k2 in all subjects. The signals were
amplified (Nihon Kohden, Irvine, CA, USA), analog-filtered to pass
0.5-35Hz, sampled at 5kHz using a 12-bit analog-to-digital con-
verter (National Instruments, Austin, TX, USA), and analyzed offline.
Each signal, V(t), was divided into consecutive 7-s trials with
field onset at t=0, offset at t=2s, and an inter-stimulus period at
2<t<7s (Fig. 1d). Trials containing any of 10 recognized artifacts
(both physiological and nonphysiological) [7] as assessed by visual
inspection were discarded (<5% of all trials), and the artifact-free
trials were sub-sampled at 300 Hz.

Because of faradaic induction, the onset and offset of coil cur-
rents that produced 100-200 T resulted in spikes in V(t) lasting
about 10ms; additionally, the presence of the fields induced a
steady voltage that added to the physiological signal [8]. The
fields used here, in contrast, produced neither spikes nor a steady
component in V(t); nevertheless, as in our previous studies, the
30-ms intervals following signal onset and offset (t=0-30ms,
t=2.000-2.030s) were deleted from V(t), after which the signal was
digitally filtered to pass 0.5-35 Hz. All results were based on data
from at least 50 trials.

2.4. Detection of evoked potentials

Recurrence-plot analysis (RA) was used to detect field-induced
nonlinear determinism in V(t); the method imposes no constraints
on the stationarity or statistical characteristics of V(t) [5]. The deter-
minism was identified by analyzing time-lagged versions of V(t) in
a hyper-dimensional phase space [9], mapping the trajectory of the
system to a two-dimensional recurrence plot [10], and quantitating
the plot using specific variables [5] (see below).

More particularly, a phase space was constructed for each spe-
cific interval of interest in V(t). If an interval in V(t) containing N
points were embedded in an M-dimensional phase space with a lag
of T points the resulting trajectory would consist of N— t(M—1)
M-dimensional vectors, from which a recurrence plot could be com-
puted, yielding a single value of the recurrence variables. To achieve
our goal of detecting transient changes in V(t), we iterated this pro-
cess to form time series for the recurrence variables. The first 30
points in V(t) (t=30-130ms) (RA window) were embedded in a
five-dimensional phase space to form a trajectory of 30-5(5-1)=10
vectors, a corresponding recurrence plot was calculated using a lag
of 5 points [10], and the specific values of the recurrence variables
were determined. The process was repeated using points 2-31,
which yielded the next values of the recurrence variables. Succes-
sively shifting the window forward by one point resulted in the
recurrence time series %R(t) and %D(t). The changes induced in the
EEG by the field were more easily detected by analyzing %R(t) and
%D(t), smoothed versions of %R(t) and %D(t), respectively, produced
by use of a sliding averaging window of 100 ms (see below).

To detect the EPs, %R(t) and %D(t) were computed for each
epoch of interest in V(t) (Fig. 1d), namely t=0.1-0.5, t=2.1-2.5, and
t=5.1-5.55, respectively corresponding to the onset (EP,y), offset
(EPyr), and control (EP¢) epochs (Fig. 1d), using a five-dimensional
phase space and a time delay of 5 points (17 ms) [8]. The embed-
ding and other analytical parameters were determined empirically
in prior studies. All calculations were performed using publicly
available software [11]; approximately 15% of the calculations were
repeated using a custom Matlab code (Mathworks, Natick, MA, USA)
to verify the accuracy of the results.

To synchronize the graphical representation of V(t) and %R(t), we
adopted the convention that each point in %R(t) was plotted at the
time corresponding to the middle of the interval in V(t) from which
it was computed. For example, the value of %R(t) determined by the
100-ms interval in V(t) beginning at t = 100 ms (RA window) would

appear in a plot of %R(t) at t =150 ms; when that point was the first
point in the 100-ms averaging window for %R(t), it was plotted at

t=200ms. Thus, %R(200) reflected determinism that occurred in
V(t) within 100-300 ms.

2.5. Linear analyses

As used here evoked potentials means any deterministic change
in brain electrical activity caused by a stimulus (onset or offset
of the field), whether or not the change was time-locked to the
stimulus. To determine whether EPs could be detected by linear
analysis of the EEG [12], V(t) was analyzed directly (no embed-
ding). In each trial, V(t) wa§ averaged over EPop, EPy, EPg, E, and

60 1/2
C | Vrvs = [ZVIZ /3001 , and the appropriate means were
i=1
compared to test for field-induced linear effects. We planned to
regard a change in brain electrical activity as nonlinear if it were
detected in the recurrence time series but not in V(t).

2.6. Experimental design and statistics

To detect the onset potentials we examined the 60 points in
%R(t)and in %D(t) (0.2-0.4 s) which contained the dynamical activ-
ity in V(t) at 0.1-0.5s after field onset (EPo, epoch, Fig. 1d). Each
of the 60 points was compared with its corresponding point in the
control interval of the recurrence time series (5.2-5.4 s, which con-
tained the determinism in EP¢) using the paired t-test at a pair-wise
significance level of p<0.05 (identical results were found using
the Wilcoxon signed rank test). The offset evoked potential was
detected by similarly comparing the determinism from EPyg with
that from EPc.

In preliminary studies involving baseline EEG (no field), we com-
pared 2048 sets of 50 sham-field versus control comparisons, and
found that the probability of observing >10 significant tests (out
of 60, in succession) in a recurrence time series due to chance was
about 0.04. Therefore, as previously [6], we regarded a comparison
of a set of evoked potential and control epochs from any particular
electrode as significant if >10 tests were pair-wise significant at
p<0.05.

Filtering the EEG in the alpha band facilitates detection of
MEPs; sometimes filtering 9-12 Hz but not 8-10 Hz was effective,
and sometimes conversely [6,13,14]. Sometimes both %R and %D
revealed a field-induced change in the EEG, but sometimes only
one or the other did so [14]. Based on these prior observations,
we systematically considered all conditions of analysis previously
shown capable of revealing a magnetosensory EP [14]. First, we
analyzed %R(t) in all 6 electrodes. If we found an evoked potential
(=10 pair-wise significant tests within the expected latency inter-
val) in at least 3 electrodes, no further analyses were conducted. If
fewer than 3 evoked potentials were found, we analyzed %D(t). If a
total of 3 evoked potentials were still not detected, we filtered V(t)
prior to calculating %R(t) and %D(t) and continued the analysis until
either 3 evoked potentials were detected or all the 6 predetermined
conditions (combinations of recurrence variable and filtering con-
ditions) were considered. The overall results did not depend on the
order; for presentation, we chose the sequence %R(t), %D(t), %R(t)
after filtering the EEG at 8-10Hz, %D(t) after filtering at 8-10Hz,
%R(t) after filtering at 9-12 Hz, %D(t) after filtering at 9-12 Hz.

To ensure the statistical reliability of the results, we calculated
the family-wise error for each subject as follows. Whenever tests
were done to compare the determinism in the EP,,, and EP¢ epochs,
or EP,¢ and EP¢ epochs, comparable comparisons were made using
the sham data (sham evoked potential versus sham control). Thus,
for example, when the experimental data was filtered at 8-10Hz,
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Fig. 2. Typical electroencephalograms in subjects exposed to 5 T for the indicated duration. The signals were not digitally filtered. Neither transient nor steady-state
induction artifacts appeared in the signals recorded from subjects with either low (a) or high (b) alpha power. Randomly selected trials from subject S1 (a) and S6 (b).

so was the sham data. At the conclusion of the study we calculated
the a posteriori false-positive rate (number of false-positive effects
in the sham data divided by the total number of tests performed),
and used that error rate to estimate the family-wise error (Pgy ) for
the decision that the magnetic field had altered the subject’s brain
electrical activity.

Prior to the study we were unaware of whether the probability
of detection of evoked potentials depended on the electrode deriva-
tion. We therefore computed the contributions to Pgy separately
for the central, occipital, and parietal electrodes using the binomial
formula, and the overall family-wise error rate for the effect in each
experiment was determined by the law of compound probability.

3. 3. Results
3.1. Evoked potentials

Neither 5 nor 1 T resulted in either transient or steady-state
inductive artifacts in the EEG, regardless of whether the alpha
power was low or high (Fig. 2a and b, respectively).

Using the nonlinear variable %R(t), brain potentials evoked by
field onset or offset were detected in 91% of the subjects (20/22)

at 5 T and in 73% of the subjects at 1 wT (16/22) (Tables 1 and 2,
first data columns). Typical results are given in Fig. 3, which shows
the offset potentials observed in subject S2 following termination
of exposure to 1 wT. When %R(t) was used to compare the EP
and EP¢c epochs(2.2-2.4 and 5.2-5.4 s, respectively) point-by-point,
an evoked potential (>10 pair-wise significant tests) having the
expected latency was detected from 01, 02, and P3 (Fig. 3, left pan-
els); sham-field exposure (the negative control procedure) yielded
no false-positive results (<10 significant tests in each derivation)
(Fig. 3, right panels). A total of 2 stimuli x 6 derivations x 22 sub-
jects=264 statistical tests involving the %R(t) time series were
performed at 5T and at 1 T resulting in 39 EPs at each field. At
least one potential was detected in every subject (Tables 1 and 2,
first data column).

When a subject exhibited fewer than 3 evoked potentials in
response to either the onset or offset of the field, ¥D(t) was com-
puted and analyzed, and EPs were found that had not been detected
with %R(t) (Tables 1 and 2, second data column). At 5 T, additional
onset potentials were found in S3 and S13, and additional offset
potentials were found in S17 (Table 1). At 1 T the additional onset
potentials occurred in S5 and S13, and additional offset potentials
occurred inS1,S8,515,and S22. Filtering the EEG to remove 8-10 Hz
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Table 1

Evoked potentials in subjects (age, gender) exposed to 5 wT, 60 Hz. Column heads indicate conditions of analysis. Effects in %D(t) are shown in bold. X, evoked potentials not
detected. Bars indicate conditions not analyzed. Prw, family-wise error for the decision that the subject exhibited evoked potentials. NE, no effect. False-positive detection

results were found in the sham data for S7 (offset), S9 (offset), and S20 (offset).

Subject MEP %R %D %R (8-10Hz) %D (8-10Hz) %R (9-12Hz) %D (9-12Hz)  All effects No.tests Py
S1(52F) Onset X X C4 02 P4 = = 02 C4 P4 24 0.016
Offset P4 X C3 (] = = C3C3P4 23 0.018
S2 (58 F) Onset  C3 X P3 (] = = C3C3P3 23 0.018
Offset 0102 02 = = = = 0102 02 12 0.008
S3 (61 M) Onset  C3 02C3 = = = = 02C3C3 12 0.003
Offset  C3P3 c3pr3 = = = = C3C3P3P3 12 0.000
S4 (47 M) Onset X X 01 X 02 0102 0101 02 02 35 0.035
Offset X X 01 X 02 0102 010102 02 35 0.038
S5(32F) Onset  02P3 02 = = = = 02 02 P3 12 0.003
Offset X X X X X X 36 NE
S6 (50 M) Onset X X X X X X 36 NE
Offset  P3 P3 X X P4 = P3 P3 P4 27 0.070
S7(32F) Onset P4 P4 X ca = = C4P4P4 22 0.015
Offset X X X X X X 36 NE
S8 (36 F) Onset 02 X X P4 X 02 P4 34 NE
Offset 02 02 c4 = = = 0202C4 17 0.008
S9 (47 F) Onset X X X X C4 X C4 36 NE
Offset 02 02 X X C4 = 0202 C4 27 0.025
S10(40 M)  Onset  02P4 02P4 X = = = 02 02 P4 P4 12 0.000
Offset X X P4 X X P4 35 NE
S11(41M)  Onset  C3 c3 P3 = = = C3C3P3 17 0.008
Offset  0102C3P3 — = = = = 0102 C3P3 6 0.000
S12(26 M)  Onset X X X X X X X 36 NE
Offset 01 01 C3 P3 P4 = = = 0101C3P3P4 17 0.000
S13(29M)  Onset  C4P4 Cc4P3P4  — = = = C4C4P3P4P4 12 0.000
Offset X X X X X o1 o1 36 NE
S14(31F) Onset X X c3 (] X X c3c3 34 NE
Offset ~ O1P3 01P3 = = = = 0101 P3P3 12 0.000
S15(23M)  Onset 01C3 01C3 = = = = 0101C3C3 12 0.000
Offset  01C4 014 = = = = 0101 C4C4 12 0.000
S16 (22 F) Onset X X 02C3C4 = = = 02C3C4 18 0.010
Offset  C3 c3 X X X X c3¢c3 32 NE
S17 (23 F) Onset 01 o1 X X X X 0101 32 NE
Offset X 01 C4 P4 = = = 01C4P4 18 0.008
S18(23M)  Onset P4 P4 X X c3 = C3 P4 P4 27 0.025
Offset  C4P4 c4 = = = = C4C4P4 12 0.003
S19(26 M)  Onset  O1 01 X X X X 0101 32 NE
Offset  C4 c4 02 P3 = = = 02 C4C4P3 17 0.001
S20 (49 F) Onset  O1 X C4 Cc4 P4 = = 01C4C4P4 23 0.002
Offset X X X X X c4 c4 36 NE
S21 (28 F) Onset X X X X X X X 36 NE
Offset X X X (] = = (] 35 NE
S22 (27 F) Onset  P3 X X X X X P3 34 NE
Offset X X X X X X X 36 NE

or 9-12 Hz prior to computing %R(t) or %D(t) revealed additional
potentials. For example, at 5T, when the 8-10-Hz energy was
removed from the EEG signals prior to computing %R(t), previously
undetected potentials were found in 11 subjects (S1, S2, S4, S8,
S$11, 512,514,516, S17,S19, and S20); at 1 wT additional potentials
were found in 11 subjects (S3, S5, S6, S8, S11, S13-S16, S18, and
S22). Based on our rule involving three detected effects, every sub-
ject detected 5 T except S21 and S22, and every subject detected
1 uT except S3, S9, S17, S18, and S20 (Tables 1 and 2).

A total of 2132 tests were done in the sham data, and they
resulted in 76 false-positive results. The corresponding pair-wise
error rate (76/2132=0.0356) was used to compute Py, the a pos-

teriori family-wise error rate for the decision that the stimulus
had been transduced. Overall, there were 8 false-positive results
(Tables 1 and 2).

Neither the latency nor duration of the potentials depended on
the stimulus (onset or offset), stimulus strength, gender, or elec-
trode derivation (Table 3). When the recurrence variable for each
evoked potential (Tables 1 and 2) was compared with its control
(expressed as a percent of the average of the sum), the change was
sometimes greater than the control (37 + 18%), and sometimes less
(32 + 14%) (Fig. 4).

Evoked potentials were not detected in any subject based on an
analysis of the EEG using time averaging. Typical results are shown
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Evoked potentials in subjects exposed to 1 wT. Column heads indicate conditions of analysis. Effects in %D(t) are shown in bold. X, evoked potentials not detected. Bars
indicate conditions not analyzed. Prw, family-wise error for the decision that the subject exhibited evoked potentials. NE, no effect. False-positive results were found in the
sham data for S8 (onset), S9 (offset), S11 (onset), S20 (onset), and S22 (onset).

Subject MEP %R %D %R (8-10Hz) %D (8-10Hz) %R (9-12Hz) %D (9-12Hz) All effects No. tests Py
S1(52F) Onset X X X X c4 C4 36 NE
Offset 02 o1 01 - - - 010102 17 0.021
S2 (58 F) Onset X X X X X X 36 NE
Offset 0102 P3 — — — — — 0102P3 6 0.000
S3(61M)  Onset X X X X 02 P3 02P3 36 NE
Offset X X P3 P3 X X P3 P3 34 NE
S4(47M)  Onset X X X X C3P3 (] C3C3P3 36 0.056
Offset 0102C3C4P3P4 — = = = = 0102 C3C4P3P4 6 0.000
S5(32F) Onset X P4 X X 02 X 02 P4 34 NE
Offset P4 X C4 ca = = C4C4P4 23 0.019
S6(50 M)  Onset X X X X X X X 36 NE
Offset C4 c4 C3P4 - - - (3 C4C4 P4 17 0.001
S7(32F) Onset C3C4 c3 = = = = C3C3C4 12 0.008
Offset C3C4P3 = = = = = C3C4P3 6 0.000
S8 (36 F) Onset X X P4 02 C4 P4 = = 02 C4 P4 P4 24 0.002
Offset X 01P3 P4 = = = 01P3 P4 18 0.010
S9 (47 F) Onset 01 X X X X X o1 34 NE
Offset 01 X X X X X 01 34 NE
S10(40 M) Onset O1P3 P3 = = = = 01P3P3 12 0.003
Offset  P3 P3 X X X X P3 P3 32 NE
S11(41M) Onset X X C4 P4 X C4 P4 36 NE
Offset X X C4 c4 0102 = 0102C4C4 29 0.007
S12(26 M) Onset C4P3 car3 = = = = C4C4P3P3 12 0.000
Offset 02 02 X X X X 0202 32 NE
S13(29M) Onset X P4 C4 C4 P4 = = C4C4 P4 P4 23 0.003
Offset X X X X X X X 36 NE
S14(31F)  Onset X X 3 C3C4 = = C3C3C4 24 0.016
Offset X X 01 X X X o1 35 NE
S15(23 M) Onset 02P4 02 P4 = = = = 0202P4P4 12 0.000
Offset 02 P4 C4P4 = = = 02 C4 P4 P4 17 0.001
S16(22F)  Onset X X a3 X C4P3 = C3C4P3 29 0.032
Offset  C3 X X X X c3 34 NE
S17(23F)  Onset X X X X c4 ca c4Ca NE
Offset  C3 c3 X X X X c3¢3 32 NE
S18(23M) Onset X X P3 P4 X X P3 P4 34 NE
Offset X X X X X X X 36 NE
S19(26 M) Onset C4P4 Cc4 P4 = = = = C4 C4 P4 P4 12 0.000
Offset  C4 X X X X X C4 34 NE
S20(49F)  Onset X X X X X o1 01 36 NE
Offset 02 02 X X X X 02 02 32 NE
S21(28F)  Onset C3P3 c3pP3 = = = = C3C3P3P3 12 0.000
Offset  P3 P3 X X 0102 = 0102 P3P3 27 0.005
S22(27F)  Onset X X C3P3 C3P3 = = C3C3P3P3 24 0.003
Offset 02 P3 0102C3P3 - = = = 010202C3P3P3 12 0.000
Table 3

Latency and duration of evoked potentials stratified by stimulus (onset or offset), gender, and electrode derivation (neither parameter depended on field strength). Mean =+ SD.
N, number of evoked potentials (from Tables 1 and 2).

Stimulus Gender Electrode

Onset Offset Male Female Occipital Central Parietal
Latency (ms) 306 +49 304 +55 301+51 308 +£53 300+54 305+50 310+53
Duration (ms) 267 £31 266 +29 270+32 265+28 268 +30 264+23 267 £35
N 110 113 113 110 70 81 72
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Fig. 3. Offset evoked potentials from 3 derivations in subject S2 triggered by termination of exposure to 1 wT, detected using the recurrence-plot analysis variable %R(t).
Exposure and sham-exposure results are shown in the left and right panels, respectively. The curves at the tops of the panels show the average values of %R(t) during
t=2.03-3s and t=5.03-6s (intervals that contained EP and EP¢ in the %R time series) (N > 50 trials). The p(t) curves are the probability that the difference between the
means of the offset and control curves at time ¢ was due to chance. Bar graphs indicate the average value of %R over the latency interval for which p(t) <0.05 (horizontal line);
the standard deviations are not resolved at scale shown. The stippled regions show the expected %R(t) latency intervals (2.2-2.4 s). The ordinates are shown on a log scale.

in Fig. 5. Neither time averaging of the EEG nor point-by-point
comparisons (Fig. 5a and b, left column) provided any evidence of
evoked potentials. In contrast, evoked potentials were detected by
means of recurrence-plot analysis (Fig. 5a and b, right column).

4. Discussion

Epidemiological studies suggested that power-frequency EMFs
in the environment have serious public-health implications [15].
Knowledge of the physiological process that mediates the puta-
tive link between fields and disease would significantly improve
our ability to interpret the epidemiological studies. Stress is
one possible mediative process, and electrophysiological [6],
endocrinological [2], and immunological [3,4] evidence has been
adduced in support of the stressor hypothesis. Nevertheless the

critically important evidence that environmental fields can be
detected has not yet been provided. We applied spatially and spec-
trally well-controlled fields of 1 and 5 wT under conditions that
permitted independent determinations of whether either field trig-
gered onset or offset EPs. We planned to interpret the EPs as support
for the stressor theory to the extent that they would evidence sen-
sory transduction, the earliest step in the stress response.

Onset potentials were seen in all but 3 subjects (S6, S9, and S17)
and offset potentials were seen in all but 4 subjects (S10, S13, S16,
and S20) (Tables 1 and 2); every subject exhibited an onset and/or
offset EP. Several considerations indicated that the effects were
true evoked potentials. First, the analysis incorporated protection
against family-wise error, which obviated an explanation based
on chance. Second, comparable changes were not observed in the
sham data. Third, the changes occurred several hundred millisec-
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Fig.4. Relative magnitude (M) of each evoked potential (expressed in percent) from
each subject as determined by recurrence analysis. (a) and (b) Onset and offset
responses, respectively. For each potential, M =100(E — C)/0.5(E + C), where E was
the average of the recurrence variable over the statistically significant latency inter-
val, and C was the corresponding average in the control epoch. Where necessary,
points were jittered to facilitate resolution. Values greater than 100% are shown as
100%.

onds after the field had been switched off, which was consistent
with the inference that the changes arose from brain processing of
afferent signals that resulted from transduction of the field. The
observed latency was inconsistent with the possibility that the
changes could have been generated by a field-electrode interaction
because that process has no latency. Fourth, studies using phan-
toms of the human head verified the absence of electrode signals
within the expected latency range.

Filtering within the alpha band was sometimes necessary for
detection of the evoked potentials (Table 1), as observed previ-
ously [6,13,14]. The amount of alpha power, the levels of which
are generally associated with alertness [16], varied from subject to
subject (Fig. 2), and could not be controlled directly. The rationale
for removing alpha energy was that it did not contribute to the
response, and therefore that removal of alpha increased sensitiv-
ity for detection of the EPs by increasing the signal-to-noise ratio
in the system. The increased sensitivity afforded by alpha filtering
might mean that the brain region where the alpha activities origi-
nate, usually assumed to be the cerebral cortex [16], was not crucial
in the brain processing that gave rise to the EPs. Alternatively, the
increased sensitivity afforded by alpha filtering might be related to
differences among the subjects in their level of alertness during the
experimental session.

The evoked potentials were not detected when the EEGs were
analyzed by time averaging, indicating that they were not time-
locked but rather nonlinear in origin, as observed previously

[6,13,14]. The finding that the changes in recurrence parameters
could be either an increase or a decrease (Fig. 4) further confirmed
the nonlinearity of the response, because (1) it is characteristic
behavior of a nonlinear system, and (2) only nonlinear systems can
exhibit such behavior.

The effects (Tables 1 and 2) were robust, as evidenced by our
ability to detect them in almost all of the subjects, and by the magni-
tude of the effects. For example, the average change in the nonlinear
variables used to characterize the EPs was greater than 30% (Fig. 4).
Clinical EPs, in contrast, typically exhibit an average rms change in
V(t) of less than 10% [17].

Why were the evoked potentials nonlinear? One possibility is
that the sensory system which produced them has no evolution-
ary purpose. It is reasonable to view the processes responsible for
the linear correspondence between the common stimuli and the
responses they induce as resulting from evolution by natural selec-
tion, leading progressively to physiological systems that conferred
aselective advantage because they were reliable. Conversely, in the
absence of natural selection there is no process by which the phe-
nomenon of consistency in response to a stimulus can come about.
Power-frequency fields were negligible throughout the period of
evolution of life on earth and became a prominent part of the envi-
ronment only within the last century. They could not have served
as an agent of evolutionary change, and consequently, a physical
mechanism capable of producing a predictable response (a dose-
related response that reliably occurs in the same direction) to fields
did not develop. In this view, one possible explanation for the exis-
tence of a nonlinear human magnetic sense could be that it arose
as a vulnerability in the molecular machinery chosen by evolution
to mediate other sensory modalities [18]. Any physical realization
of a sensory system for one kind of stimulus is unlikely to be com-
pletely immune to all other kinds of inputs. Magnetic phosphenes
[19] and microwave hearing [20] are two examples of nonfunc-
tional (from an evolutionary standpoint) sensory responsiveness.
Electric and magnetic receptors that facilitate finding food, avoiding
predators, and navigating in the environment occur in various life
forms [21-25]. Such functional structures have not been reported
in human beings, but vestiges of parts of these detection systems
might still exist in human beings.

We did not address the question of the anatomical location of the
electroreceptor cell. Although the observed latencies (Table 3) were
consistent with the electroreceptor cell being located anywhere
in the body, animal studies suggested that the detecting cell was
located in the head [26]. In rats, glucose utilization was specifically
increased in the hindbrain, as assessed by positron emission tomog-
raphy [27], but the result may mean that early post-transduction
processing (rather than transduction itself) occurred in the hind-
brain. The field-induced effects on the EEG were approximately
equally likely to occur in any of the electrodes (Table 3), perhaps
indicating that none of the electrodes was especially close to the
detection site.

We also did not address the question of the biophysical basis
of the detection process. However we previously presented evi-
dence that the coupling between environmental EMFs and brain
tissue was mediated by negatively charged oligosaccharide side
chains bound to the gate of an ion channel whose gating character-
istics were affected by the electric field induced in the tissue by the
magnetic component of the environmental EMF [28].

A review of reports describing measurements of environmen-
tal power-frequency magnetic fields confirmed that the field
strengths used in our experiments were directly comparable to
the power-frequency fields in work and home environments. Aver-
aged over the workday, non-flying airline workers were exposed
to 0.04-0.2 uT (measured at the waist), depending on job category
[29]. Approximately 36% of children in a study of the link between
magnetic-field exposure and acute lymphoblastic leukemia expe-
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Fig. 5. Linear and nonlinear analysis of evoked potentials. First column, effect of stimulus assessed by time averaging, using V(t). Second column, effect assessed using %R(t)
computed from V(t). (a) EEG from O1 in subject S11 (5 wT) for the time interval following field offset. (b) EEG from O1 in subject S19 (5 wT) for the time interval following
field onset. The curves at the tops of the panels show the average values of the time series for the intervals that contained EPyg and EP¢ (N > 50 trials). The p(t) curves are the
probability that the difference in means at time t was due to chance. Bar graphs indicate the average value of %R over the latency interval for which p(t)<0.05 (horizontal
line); the standard deviations are not resolved at scale shown. The stippled regions show the expected latency interval (0.1-0.5s in V(t), 0.2-0.4 s in %R(t)). The ordinates are

shown on a log scale.

rienced fields greater than 1 wT [30]. The average field exposure for
workers in 5 electrical job categories was 2.3 wT [31]. A typical elec-
tric power substation in an urban environment had a field greater
than 2 T along half of its perimeter, and a field between 0.2 and
2 T along the other half [32]. In a sample of 1000 homes, about
5% had an average field of 0.3 u.T [33]. In a group of 100 pregnant
women, 23% experienced at least one exposure greater than 2 u.T
during a 7-day period [34]. The fetus in a woman passing through
a metal detector experiences an average magnetic field of about
10 iT (1000 Hz) [35]. In Modena and Reggio Emilia, the average
exposure of workers representative of the main occupations was
0.6 uT [36]. The female work force in Stockholm spent about 23% of
their workday exposed to greater than 0.3 T [37]. In Taiwan, phar-
macists and their assistants were exposed to magnetic fields that
varied between 0.05 and 2 wT depending on location within their
work environment; the time-weighted average over the workday
was 0.5-0.8 T [38]. In Seoul, field exposure averaged over 24h
was 0.08-0.8 uT in a study population of more than 100 subjects
[39]. Considered as a group, the studies established that the field
strengths we employed were common in the environment.

In summary, 1-5uT, 60Hz, produced changes in brain elec-
trical activity indicative of a detection process based on sensory
transduction. These results, taken together with the environmental
measurements [29-39], implied that brain activity in a substantial
portion of the population, worldwide, is more or less continu-
ously affected as a side-effect of the commercial electric power
generation and distribution systems. The results also implied that
environmental fields were detected by means of sensory transduc-
tion, like other stressors. To that extent the results supported the
stressor theory linking field exposure and disease because they
explained how environmental energy could be converted into a

biological signal. Nevertheless the results do not directly show that
all or even some long-term exposure results in disease, because not
all biological signals lead to disease. With regard to disease causa-
tion, we think that the implications of our results are limited to
warranting further exploration of the public-health consequences
of EMF exposure, especially the consideration of studies involving
multiple simultaneous EMFs, which is the common condition in the
environment.
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